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Decoding Generative AI platforms
AI Demystified

In 2023, generative artificial intel-
ligence (AI) platforms experienced 
significant growth, signaling a trans-
formative era in how we work and live. 
These platforms are poised to reform 
various aspects of life through the use 
of applications that deploy technol-
ogies such as natural language pro-
cessing and the synthesis of images.

People across various industries, 
professions and experience levels are 
using generative AI to improve efficien-
cy or merely out of curiosity. Therefore, 
it is not surprising to learn that manag-
ers, executives and business owners feel 
pressure to jump on the AI bandwagon 
and implement plans that incorporate 
the use of AI to improve productivity. 
While certain benefits of generative AI 
are apparent, there could be harmful 
results if generative AI is introduced in 
a business setting without first reading 
the fine print.

It seems that this transformative 
technology has caused many peo-
ple to overlook an obvious pitfall. 

These generative AI platforms are 
being provided by a third party, of-
ten as a software as a service (SaaS) 
offering. Accordingly, like any other 
third-party service offering, use of 
a generative AI platform is governed 
by a third party’s end user agreement 
and other third-party terms and con-
ditions. As users engage with these 
platforms (especially those available 
for free), it is crucial to review, un-
derstand and comply with the terms 
and conditions, often referred to as 
“terms of use,” that accompany and 
govern the AI platform. This article 
sheds light on certain key aspects 
of generative AI platforms’ terms of 
use, outlining things users should 
consider before diving into the world 
of generative AI.

USER INPUT: GRANTING 
PERMISSIONS AND 
INTELLECTUAL PROPERT Y

What can a generative AI plat-
form do with the data a user inputs? 
While people ponder this question 
as if it was shrouded in mystery, the 
answer is to review the terms of use, 
at least as a starting point. Genera-
tive AI platforms often require users 
to grant certain permissions to the 
third-party provider for the data in-
putted into the generative AI platform 
by the user. For example, by inputting 
data into the generative AI platform, 
the user may grant the third-party 

provider the right to use their data for 
developing and improving the gener-
ative AI platform for all users. If the 
user does not want certain data to be 
used in this way, the user may have 
the ability to opt out. Ultimately, the 
terms of use will explain the user’s 
rights with respect to the input.

GENERATIVE AI OUTPUT: 
USER’S RIGHTS (INTELLECTUAL 
PROPERT Y CONSIDERATIONS)

We are often asked about the man-
ner and extent to which one can use 
the output from a generative AI plat-
form. Users must carefully review 
the terms of use to determine the 
right to use output including own-
ership of the output (including intel-
lectual property rights), permitted 
and prohibited uses, and attribution 
obligations. One platform may only 
grant the user a license to use, modi-
fy or commercialize the content cre-
ated on their platform, while another 
platform may assign ownership of 
the output to the user. For businesses 
wishing to use such content, espe-
cially for commercial use or repro-
duction, it is critical to understand 
these terms and assess whether they 
align with their intentions for the 
generated content.

DATA PRIVACY AND SECURIT Y

Generative AI platforms may col-
lect and process user data to improve 
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their algorithms or provide personal-
ized experiences. Often terms of use 
will include a hyperlink to a compa-
ny’s privacy policy, which should be 
read in conjunction with the terms 
of use. Users should carefully review 
the platform’s privacy policy to un-
derstand (1) the types of data col-
lected (i.e., personally identifiable 
information) and (2) how data shared 
on the platform is maintained, stored 
and shared (i.e., with a company’s 
affiliates or third parties). Further, it 
is always advised that users avoid in-
cluding personal or  confidential in-
formation in any prompts submitted 
on the AI platforms. Other import-
ant sections of the privacy policy, 
include terms on encryption, data 
anonymization or aggregation, and 
cybersecurity standards — in other 
words, the measures in place to keep 
data safe and prevent security inci-
dents. An understanding of key pri-
vacy policy provisions is helpful to 
instill confidence in the platform’s 
commitment to data protection.

RESPONSIBLE USE AND ETHICAL 
CONSIDERATIONS

As generative AI becomes more 
powerful, ethical considerations 
come to the forefront. Terms of use 
may explicitly obligate the respon-
sible use by user and discourage the 
creation of harmful, offensive or 
misleading content. Some providers 
have a separate acceptable use poli-
cy to moderate content in violation 
of the terms of use. Such acceptable 
use policies often include prohibi-
tions on content that discriminates 
against others, violates the rights of 
third parties, spreads misinforma-
tion or false information or is other-
wise unlawful. Business owners must 
be aware of these guidelines to avoid 
potential consequences for violat-
ing the platform’s terms and should 
educate and train their employees, 
agents and contractors accordingly.

DISCL AIMERS, LIABILIT Y AND 
INDEMNIFICATION

Generative AI platforms typically in-
clude disclaimers regarding the accu-
racy and reliability of their services and 
stipulate that the services and platform 
are provided “as is” to its users. Users 
should understand the limitations of 
the platform and the extent to which 
the provider assumes liability for any 
potential issues, including errors or 
unintended consequences arising from 
the use of the generated content. Fur-
ther, the terms of use will likely stipu-
late limitation on damages for claims 
arising related to use of the platform 
— for example, that the third-party 
provider will not be liable for damages 
of any kind and/or provide for a cap on 
damages of a nominal amount. Addi-
tionally, terms of use may specify one 
party’s responsibility to indemnify and 
hold the other harmless against cer-
tain claims or damages resulting from 
use of the service. Be mindful that the 
disclaimers, limitations of liability and 
indemnification provisions will vary 
from provider to provider and will likely 
be different for a free offering as com-
pared to a paid offering. Free offerings 
are often provided “as is,” with little to 
no protection to the user, while paid of-
ferings often provide more protection 
from a warranty and indemnification 
standpoint. One important area where 
this difference comes to light is in the 
context of copyright infringement with 
respect to the output. Users of a paid of-
fering are often indemnified if output is 
infringing, but may bear the risk of in-
fringement for use of a free offering.

CHANGES TO TERMS AND 
SERVICE

Generative AI platforms usually re-
serve the right to update their terms 
of use periodically as the third-par-
ty provider sees fit. Users should be 
vigilant in checking for updates and 
remain informed on how changes 
may affect their existing use of the 

platform. Platforms may provide no-
tifications or require users to accept 
updated terms, emphasizing the im-
portance of understanding any mod-
ifications. In certain industries, plat-
forms may be required to disclose the 
terms of use on an annual basis. It is 
also to be expected that the terms of 
use state that a user’s continued use 
of the platform will constitute accep-
tance of such revised terms.

There is immense potential for gen-
erative AI platforms to lead to opti-
mization and innovation in the work 
place, however, users must not forget 
that, at the end of the day, such plat-
forms are just another product or ser-
vice governed by a contract. Users must 
approach generative AI with a clear 
understanding of the terms of use. By 
carefully reviewing and comprehend-
ing such terms, users can navigate the 
ethical, legal and practical aspects of 
engaging with generative AI platforms. 
This knowledge empowers users to 
make informed decisions and use these 
powerful tools responsibly, making for 
a positive and safe experience in the 
evolving landscape of AI. The Phillips 
Lytle AI team is available to review or 
interpret agreements related to your 
utilization of an AI platform or to as-
sist with other AI-related issues. Stay 
tuned for the next installment of this 
series as we continue to dive deeper 
into the emerging world of AI.
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